
Application: 

A multi-cues tracker with probabilistic fusion is proposed to enhance the robustness and accuracy of object-level association and 3-D motion tracking by integrating 

compensation properties from different cues.

A novel fully tightly-coupled state optimization factor graph is constructed, integrating rigid object motion properties, planar manifold priors, and unified geometric 

observations to enhance the stability and local consistency of multi-objects state estimation.

By combining a more dependable uncertainty model and motion-aided object feature-level tracking algorithm, we enhanced accuracy and robustness of object state 

estimation performance.

A vision-based fast, robust and accurate multi-body SLAM system combining filtering and sliding window optimization is proposed and validated using a publicly available 

benchmark dataset, simulation environment and self-built real-world dataset where it is shown to offer accurate localization and 3-D motion tracking of objects.

IEEE Transactions on Intelligent Transportation Systems(T-ITS Accept)
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We introduce an innovative vision-basesd multi-body SLAM system. We make up rigid environment as a unified whole to assist state decoupling by integrating high level semantic information, ultimately enabling simultaneous multi-state estimation. A novel 

framework is developed for integrating different complementary constraints. It makes it possible for accurate 3-D motion tracking of arbitrary unmodelled, rigid and textured objects and better performance of VSLAM systems in dynamic scenes. Comparable 

results to state-of-the-art multi-body state estimation solutions using a public benchmark, self-built simulation and real-world datasets demonstrate the effectiveness of our system.
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